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1. ACLs on routers

1.1 Intro
Routers are able to filter the netrl traffic. This is a short demonstration ofahthat works. We'll be
using a debian machine for generating the traffic and another for answering the services.

Last run 2020-07-31
Verified: 2018-04-27.
Upgraded 2020-02-01; added line for unpredictable network adapter names in start-up scripts.

1.2 The network
We wse a simple network, static routing, nothing special.

Cl c3

‘ nio_gen_eth:vboxnetl ‘

nib_gen_eth:vboxnew

c2 cq

‘ nio_gen_eth:vboxnet2 ‘

nio_gen_eth:vboxnet4

The Vagrantfile contains:



# —-*- mode: ruby -*-
# vi: set ft=ruby
# Vagrantfile API/syntax version. Don’t touch unless you know what you’re doing!
VAGRANTFILE_API_VERSION = "2"
Vagrant .configure (VAGRANTFILE_API_VERSION) do |config]|
config.vm.define :xeniall do |t|
t.vm.box = "ubuntu/xenial64"
t.vm.box_url = "file:////links/virt_comp/vagrant/boxes/xenial64.box"
t.vm.provider "virtualbox" do |prov|
prov.customize ["modifyvm", :id, "--nic2", "hostonly", "--hos-
tonlyadapter2", "vboxnetl" ]
end
t.vm.provision "shell", path: "./setup.xeniall.sh"
end
config.vm.define :xenial2 do |t|
t.vm.box = "ubuntu/xenial64"
t.vm.box_url = "file:////links/virt_comp/vagrant/boxes/xenial64.box"
t.vm.provider "virtualbox" do |prov|
prov.customize ["modifyvm", :id, "--nic2", "hostonly", "--hos-
tonlyadapter2", "vboxnet2" ]
end
t.vm.provision "shell", path: "./setup.xenial2.sh"
end
config.vm.define :xenial3 do |t|
t.vm.box = "ubuntu/xenial64"
t.vm.box_url = "file:////links/virt_comp/vagrant/boxes/xenial64.box"
t.vm.provider "virtualbox" do |prov|
prov.customize ["modifyvm", :id, "--nic2", "hostonly", "--hos-
tonlyadapter2", "vboxnet3" ]
end
t.vm.provision "shell", path: "./setup.xenial3.sh"
end
config.vm.define :xeniald do |t|
t.vm.box = "ubuntu/xenial64"
t.vm.box_url = "file:////links/virt_comp/vagrant/boxes/xenial64.box"
t.vm.provider "virtualbox" do |prov|
prov.customize ["modifyvm", :id, "--nic2", "hostonly", "--hos-
tonlyadapter2", "vboxnet4" ]
end
t.vm.provision "shell", path: "./setup.xeniald.sh"
end

end

and the initial router-settings are:



ip routing

interface FastEthernet0/0

ip address 10.128.1.1 255.255.255.0
no shutdown

interface FastEthernet0/1

ip address 10.128.2.1 255.255.255.0
shutdown

no shutdown

The setup.xenial files contain the initial IP configuration.

setup.xeniall.sh:

ETH1=$ (dmesg | grep -1 ’'renamed from ethl’ | sed -n ’s/: renamed from ethl//;s/.*
//p")

ifconfig $ETH1 10.128.1.101 netmask 255.255.255.0 up

route add -net 10.128.0.0 netmask 255.255.0.0 gw 10.128.1.1

setup.xenial2.sh:

ETH1=$ (dmesg | grep -1 ’'renamed from ethl’ | sed -n ’s/: renamed from ethl//;s/.*
//p")

ifconfig $ETH1 10.128.2.100 netmask 255.255.255.0 up

route add -net 10.128.0.0 netmask 255.255.0.0 gw 10.128.2.1

setup.xenial3.sh:

ETH1=$ (dmesg | grep -1 ’'renamed from ethl’ | sed -n ’s/: renamed from ethl//;s/.*
//p")

ifconfig $ETH1 10.128.1.101 netmask 255.255.255.0 up

route add -net 10.128.0.0 netmask 255.255.0.0 gw 10.128.1.1

setup.xenial4.sh:

ETH1=$ (dmesg | grep -1 'renamed from ethl’ | sed -n ’s/: renamed from ethl//;s/.*
//p")

ifconfig $ETH1 10.128.2.101 netmask 255.255.255.0 up

route add -net 10.128.0.0 netmask 255.255.0.0 gw 10.128.2.1

2. Setting up the server

2.1 Goal
Our goal is to set-up a senvthat responds to a telnet-request on a set of ports. This will adldo st
quickly whether a service is reachable or not.

2.2 Inetd

The simplest &y to create a service on Linux is to let them be started bynth@ On Debian, this
means installing thenetutils-inetd. AS aWways, it also means that we need to disable the automatic
start-up at boot and launch it ourselves.

apt-get install inetutils-inetd
rm /etc/rc*.d/*inetutils*
Next, we need to set-up a simple service that allows us to see whether we can actually connect. Our
simple service looks li&this:




’echo $0 $*

There are 10 versions of this file, calle@dot /s900 t0 /root/s909.

The following lines are added tetc/services

5900 900/tcp
s901 901/tcp
5902 902/tcp
5903 903/tcp
5904 904/tcp
5905 905/tcp
5906 906/tcp
5907 907/tcp
5908 908/tcp
5909 909/tcp

and we add the following lines f@tc/inetd.cont

5900 stream tcp4 nowait root /root/vbox/acl/s900 /root/vbox/acl/s900
s901 stream tcp4 nowait root /root/vbox/acl/s901 /root/vbox/acl/s901
5902 stream tcp4 nowait root /root/vbox/acl/s902 /root/vbox/acl/s902
5903 stream tcp4 nowait root /root/vbox/acl/s903 /root/vbox/acl/s903
5904 stream tcp4 nowait root /root/vbox/acl/s904 /root/vbox/acl/s904
5905 stream tcp4 nowait root /root/vbox/acl/s905 /root/vbox/acl/s905
5906 stream tcp4 nowait root /root/vbox/acl/s906 /root/vbox/acl/s906
5907 stream tcp4 nowait root /root/vbox/acl/s907 /root/vbox/acl/s907
5908 stream tcp4 nowait root /root/vbox/acl/s908 /root/vbox/acl/s908
5909 stream tcp4 nowait root /root/vbox/acl/s909 /root/vbox/acl/s909

Thetcps is the protocol name. This is a non-standard in the Debian distribution. Standard would be just
tep but Debian decided that that would refer to IPv6 o course, we need to install the inetd:

’apt—get -y install openbsd-inetd
And then, we can telnet into ounmeervices:

$ vagrant ssh precise3 -c ‘telnet 127.0.0.1 902’
Trying 127.0.0.1...

Connected to 127.0.0.1.

Escape character is ’'"1’.

/root/s902

Connection closed by foreign host.

Connection to 127.0.0.1 closed.

A complete setup-script for precisel would then be:




ETH1=$ (dmesg | grep -i ’renamed from ethl’ | sed -n ’s/:
//p")
ifconfig $ETH1 10.128.1.101 netmask 255.255.255.0 up
route add -net 10.128.0.0 netmask 255.255.0.0 gw 10.128.1.1
for £ in s900 s901 s902 s903 s904 s905 s906 s907 s908 s909
do

cp /vagrant/service.sh /root/$f

chmod a+rx /root/$f
done

cat >> /etc/services <<EOF

5900 900/tcp

5901 901/tcp

5902 902/tcp

5903 903/tcp

5904 904/tcp

5905 905/tcp

5906 906/tcp

5907 907/tcp

5908 908/tcp

5909 909/tcp

EOF

cat >>/etc/inetd.conf <<EOF

5900 stream tcp4 nowait root /root/s900 /root/s900
s901 stream tcp4 nowait root /root/s901 /root/s901
5902 stream tcp4 nowait root /root/s902 /root/s902
5903 stream tcp4 nowait root /root/s903 /root/s903
5904 stream tcp4 nowait root /root/s904 /root/s904
5905 stream tcp4 nowait root /root/s905 /root/s905
5906 stream tcp4 nowait root /root/s906 /root/s906
s907 stream tcp4 nowait root /root/s907 /root/s907
5908 stream tcp4 nowait root /root/s908 /root/s908
5909 stream tcp4 nowait root /root/s909 /root/s909
EOF

apt-get -y install openbsd-inetd
ps —ef | grep inet

renamed from ethl//;s/.*

Theps is there to shw that the inetd works.

3. ACL Basics

3.1 Introduction

Cisco uses ACLs to filter traffic. ACLs are also used in different contexasfolilexample MT. Access

lists consist of a number of permit and geules. ACLs are placed on an interface and there are inbound

and outbound ACLs.

People tend to vie a router with ACLs as a sort of finall thing. The main difference is that a router in
general does not do statefull filtering. If statefull filtering is used (Cisco calls Kivejleit consumes a

lot of resources on the router.
There are tw types of ACL:

— standard: depfrom source IP addresses

— extended: allav more criteria, lile port numbers, destination and protocol




ACLs are numbered:

standard 1-99 1300-1999
extended 100-199 2000-2699

In general, you will mad& a design based on what you wantt to filtehere and wir Before you do
however, you need to kne the properties of the filtering and the options. Itxaatly this what we ant
to do here.

The simpler filter ACLs are, the bettéklthough routers can be re-configured from time to time, in
general the management tooling is not made for frequent rule changen fiikwalls).
3.2 ACL types
Filtering ACLs are connected to an insré. ACLs that are used for filtering can be
— inbound

— outbound

Inbound ACL Routing engine Outbound ACL

There are tw types of ACL:
— standard: depfrom source IP addresses
— extended: allav more criteria, lile port numbers, destination and protocol

ACLs are named or tigeare numbered:

standard 1-99 1300-1999
extended 100-199 2000-2699

Standard ACLs are much more simple than extended. Standard ACLs ownlyfikéldng of source IP
The following table gies the idea behind ACLs:



type: numbered named
ID: number name
configure with global commands sub commands
standard standard standard matching:
numbered named source IP address
extended extended extended matching:
numbered named source & dest.
IP source & dest.
port
other criteria

In general, the most ACLs that Ifeaen are extended numbered.

ACLs are followed top-to-bottom; the first matching rule defines the action.

3.3 Creating ACLs

3.3.1 Standard numbered
Matching a single IP address:

’accessflist 1 permit 10.128.1.101

Matching a subnet is a bit couniatuitive. Cisco has chosen to create a "wildcard mask" for this, in
stead of using the normal subnet mask. Mainly to wrpeople, | presume. The wildcard mask is the
inverse of the subnet mask, for all practical purposes. An example then would be:

’accessflist 2 permit 10.128.2.0 0.0.0.255

3.3.2 Extended numbered
Extended ACLs alle a finer control of the filtering. The syntax is:

access—-list <number> {permit|deny} <protocol> <source> <destination> [port specifica-

tion] [other options]

parameter explanation
access-list thedyword to define the accesslist
number the number of the @L; 100-199
or 2000-2699 for extended ACLs
permit|deny allv or dery ation for this rule
protocol name of the IP protocol. Usually
ip, tcp, udp or icmp.
source can be a single host or an subnet
with wildcard mask
destination can be a single host or an subnet

with wildcard mask

port specification

an operator (It (less than), gt
(greater than), eq (equal), ne (not

equal) or range) with e port
specification.
other options mostly used to specify

‘established’ to allw only one
direction of the traffic.




The source and destination can be:

any the ary keyword matches anip
address

host <ip address> the host-kyword, followed by an
IP address matches a single host

<ip address> <wildcard mask> matches a subnet; the wildcard
mask has been described aho

3.3.3 Named ACLs
Although named ACLs should provide some more documentational advantages sltdam seen them
being used. The definition is a bit different, but the concepts are more or less the same.

ip access-list standard filtername
permit 10.128.1.101
permit 10.128.1.102

Likewise, extended ACLs can be created. Functiontidy named ACLs are the same as their numbered
cousins. Thereforaye’l not continue with these named ACLs.

4. Example ACLs

4.1 A standard ACL
In our test network, we will alie precisel to access the precise3 anduéinte will disallawv precise2 that
access.

source destination action
precisel precise3, precise4 allow
precise2 precise3, precise4 deny

Because this is just a simplaeesice, we will not place anfilters for the return trdt. The ACL
becomes:

access—-list 1 permit 10.128.1.101
access—-1list 1 deny 10.128.1.102

And we will apply it to interface f0/0 incoming:

interface FastEthernet0/0

ip access—-group 1 in

To test, a simple ping will do; standard ACLs do not use protocol or port filtering.




[1jm@verlaine acl]$ vagrant ssh precisel -c ’'ping -cl 10.128.2.103’
PING 10.128.2.103 (10.128.2.103) 56(84) bytes of data.

64 bytes from 10.128.2.103: icmp_reg=1 ttl=63 time=13.6 ms
-—-10.128.2.103 ping statistics —-—-—

1 packets transmitted, 1 received, 0% packet loss, time Oms

rtt min/avg/max/mdev = 13.672/13.672/13.672/0.000 ms

Connection to 127.0.0.1 closed.

[1jm@verlaine acl]$ vagrant ssh precise2 -c ’'ping -cl 10.128.2.103"
PING 10.128.2.103 (10.128.2.103) 56(84) bytes of data.

From 10.128.1.1 icmp_seg=1 Packet filtered

-—-10.128.2.103 ping statistics —-—-—

1 packets transmitted, 0 received, +1 errors, 100% packet loss, time Oms
Connection to 127.0.0.1 closed.

[1jm@verlaine acl]$

Removing the ACL is done with the keyword:

rl#conf t

Enter configuration commands, one per line. End with CNTL/Z.
rl (config) #int £0/0

rl (config-if)#no ip access-group 1 in

rl(config-if)#°2

rl#conf t

rl (config) #no access-list 1

rl(confiqg) #°2

rl#

And a verification that the access-list issngone:

[1jm@verlaine acl]$ vagrant ssh precisel -c ’'ping -cl 10.128.2.103’
PING 10.128.2.103 (10.128.2.103) 56(84) bytes of data.

64 bytes from 10.128.2.103: icmp_reg=1 ttl=63 time=33.8 ms
—-——-10.128.2.103 ping statistics —-—-—

1 packets transmitted, 1 received, 0% packet loss, time Oms

rtt min/avg/max/mdev = 33.857/33.857/33.857/0.000 ms

Connection to 127.0.0.1 closed.

[1jm@verlaine acl]$ vagrant ssh precise2 -c ’'ping -cl 10.128.2.103’
PING 10.128.2.103 (10.128.2.103) 56(84) bytes of data.

64 bytes from 10.128.2.103: icmp_reg=1 ttl=63 time=28.8 ms
—-—-10.128.2.103 ping statistics —-—-—

1 packets transmitted, 1 received, 0% packet loss, time Oms

rtt min/avg/max/mdev = 28.880/28.880/28.880/0.000 ms

Connection to 127.0.0.1 closed.

[1jm@verlaine acl]$

4.2 Extended numbered
Extended numbered ACLs offer greater flexibiliftg show this, we will allov the following trafic:



source destination port action
precisel precise3 tcp 901,t8p2 allow
precisel precise4 tcp 903,t8p4 allow
precise2 precise3 tcp 905,18p6 allow
precise2 precise3 tcp 907,t8p8 allow
precise3 precisel,precise2 tcp_909 allow

This table sees the router as a single filtering component betweenotimettvorks. But that is not the
way that a router wrks. There will be differnt ACLs, based on the direction of the traffic. Also, we need
to consiider on which interface the ACLs are placed. Cisco recommends:

— place extended ACLs close to the source

— place standard ACLs close to the destination But that guideline does not look atttteaf you
may hae a bopback addreswailable in your router.

We'll define two ACLs, one from 10.128.1.0/24 to 10.128.2.0/24 and one the otherway around:

access—list 110 permit tcp host 10.128.1.101 host 10.128.2.103 egq 901
access—list 110 permit tcp host 10.128.1.101 host 10.128.2.103 eq 902
access—1list 110 permit tcp host 10.128.1.101 host 10.128.2.104 eqg 903
access—list 110 permit tcp host 10.128.1.101 host 10.128.2.104 eq 904
access—list 110 permit tcp host 10.128.1.102 host 10.128.2.103 eg 905
access—list 110 permit tcp host 10.128.1.102 host 10.128.2.103 eqg 906
access—list 110 permit tcp host 10.128.1.102 host 10.128.2.104 egq 907
access—list 110 permit tcp host 10.128.1.102 host 10.128.2.104 egq 908
access—list 110 permit tcp any any established

access—list 111 permit tcp host 10.128.2.103 host 10.128.1.101 eqg 909
access—list 111 permit tcp host 10.128.2.103 host 10.128.1.102 eg 909
access—list 111 permit tcp any any established

Any traffic that has the 'established’-bit set is allowed. This allows return-traffic in an existing session to
pass through the router.

The access-list 110 is put on f0/0 as input list and 111 on f0/1 as input.

int £0/0
ip access—group 110 in
int £0/1

ip access—group 111 in

Verifying gives:




Trying 10.128.2.103...

Connected to 10.128.2.103.

Escape character is ’'"1’.

/root/s901

Connection closed by foreign host.
Connection to 127.0.0.1 closed.
[1jm@verlaine acl]$ vagrant ssh precisel
Trying 10.128.2.103...

Connected to 10.128.2.103.

Escape character is ’'"1’.

/root/s902

Connection closed by foreign host.
Connection to 127.0.0.1 closed.
[1jm@verlaine acl]$ vagrant ssh precisel
Trying 10.128.2.103...

Connection to 127.0.0.1 closed.

Trying 10.128.1.101...

Connected to 10.128.1.101.

Escape character is ’'"1’.

/root/s909

Connection closed by foreign host.
Connection to 127.0.0.1 closed.
[1jm@verlaine acl]$ vagrant ssh precise3
Trying 10.128.1.101...

Connection to 127.0.0.1 closed.

vagrant ssh precisel -c ’'telnet 10.128.2.

telnet: Unable to connect to remote host:

vagrant ssh precise3 -c ’‘telnet 10.128.1.

telnet: Unable to connect to remote host:

103 901"

—-c ’"telnet 10.128.2.103 902’

—-c ’"telnet 10.128.2.103 903’

No route to host

101 909

—-c ’"telnet 10.128.1.101 908’

No route to host

The rest is also as expected.

5. How secure are router ACLs

5.1 Introduction

Cisco states in http://www.cisco.com/c/en/us/support/docs/ip/access-lists/13608-21.htidedDéo
prevent unauthorized direct communication to networkickes, infrastructure access control listsGlss)
are one of the most critical security controls that can be implemented iorketwButhow effective ae

those ACLSs?

To se haov effectiv the ACLs are, we introduce another host, Kali. This is a virtual machine with Kali
linux which has an ethl adapter on vboxnet0. This virtual machine is not provisioned by Vagranit, so we’

need to do some manual configuration:

ifconfig ethl 10.128.1.10 netmask 255.255.255.0
route add -net 10.128.0.0 netmask 255.255.0.0 gw 10.128.1.1

This is more or less the same as for precisel and precise2. And, because it is on swl, we can ping

precisel:



ping 10.128.1.101

PING 10.128.1.101 (10.128.1.101) 56(84) bytes of data.

64 bytes from 10.128.1.101: icmp_seg=1 ttl=64 time=1.38 ms

64 bytes from 10.128.1.101: icmp_seqg=2 ttl=64 time=0.916 ms

64 bytes from 10.128.1.101: icmp_seqg=3 ttl=64 time=0.910 ms

e

—-—-10.128.1.101 ping statistics ——-—

3 packets transmitted, 3 received, 0% packet loss, time 2003ms
rtt min/avg/max/mdev = 0.910/1.069/1.381/0.220 ms

5.2 Ping
But pinging the router from Kali must fail (we did not permit incoming ICMPS):

ping 10.128.1.
PING 10.128.
From 10.128.
From 10.128.
From 10.128.
e

1

1.1 (10.128.1.1) 56(84) bytes of data.
1.1 icmp_seg=1 Packet filtered

1.1 icmp_seg=2 Packet filtered

1.1 icmp_seg=3 Packet filtered

—-—-— 10.128.1.1 ping statistics —---

3 packets transmitted, 0 received, +3 errors, 100% packet loss, time 2009ms

What is interesting is that we see that ping actually sees that the router is there (otherwise we would get a
"destination host unreachable") The image Wwelkhows what happens. First a ping from Kali to
10.128.1.2 (a non-existing address), then a ping to 10.128.1.1 (the router).

Capturing from ethl e 0
Fle Edt View Go Capture Analyze Statistics Telephony Wireless Tools Help
w4 e = X @ QA 2 %8 = ) 2
C i : | Bxpression..  +
No. Time Source Destination Protocol  Length Info
22 254.163708050 c4:01:7b:29:00:00 CDP/VTP/DTP/PAgP/UD.. CDP 359 Device ID: rl Port ID: FastEthernet0/0
CDP/VTP/DTF/PAgP/UD., CDP 359 Device ID: r1 Port ID: FastEthernet0/0
CDP/VTP/DTP/PAgP/UD.. CDP 359 Device ID: rl Port ID: FastEthernet0/0
CDP/VTP/DTP/PAgFP/UD.. CDP 359 Device ID: rl1 Port ID: FastEthernet0/0
CDP/VTP/DTP/PAgP/UD.. CDP 359 Device ID: rl Port ID: FastEthernet0/0
CDP/VTP/DTP/PAgP/UD., CDP 359 Device ID: ri Port ID: FastEthernet0/0
CDP/VTP/DTP/FPAgP/UD.. Cl rl Port ID: FastEthernet0/0

Broadcast 42 Who has 10.128.1.27 Tell 10.128.1.10
30 645012173164 08:00:deiad:beiaf  Broadcast ARP 42 Who has 10.128.1.27 Tell 10.128.1.10
31 646.012038289 08:00;de:ad:be;af  Broadcast ARP 42 Who has 10.128,1.27 Tell 10,128.1.10
32 649.674361421 08:00:de:ad:be:af  Broadcast ARP 42 who has 10.128.1.1? Tell 10.128.1.10
33 649.677440887 c4:01:7b:29:00:00  08:00:de:ad:beiaf  ARP 6010.128.1.1 is at c4:01:7b:29:00:00

34 649.677464245 10.128.1.10 10.128.1.1 ICHP 98 Echo (ping) request
o1 o d:be 6

0x2464, 5eq=1/256, ttl=64 (no response found!)
7b:29:00;00 9:00: 00

350 Device ID: ri Fort ID: FastEthernet®/o

» Frame 28; 350 bytes on wire (2872 bits), 350 bytes captured (2872 bits) on interface 0
» IEEE 802.3 Ethernet

» Logical-Link Control

» Cisco Discovery Protocol

©1 00 Oc cc cc cc c4 O 7b 20 00 00 01 50 aa aa Y

03 00 00 Oc 20 00 02 b4 43 3d G0 01 00 06 72 31 e ri
) 00 05 00 fb 43 69 73 63 6f 20 49 4f 53 20 53 6f Cisc o I0S So

66 74 77 61 72 65 2c 20 33 37 30 30 20 53 6f 66 ftware, 3700 Sof
) 74 77 61 72 65 20 28 43 33 37 34 35 2d 41 44 56 tware (C 3745-ADV

45 4e 54 45 52 50 52 49 53 45 4b 39 2d 4d 29 2c ENTERPRI SEKS-M),
20 56 65 72 73 69 6f 6e 20 31 32 2e 34 28 32 35 Version 12.4(25
63 29 2c 20 52 45 4c 45 41 53 45 20 53 4f 46 54 c), RELE ASE SOFT
57 41 52 45 20 28 66 63 32 29 Oa 54 65 63 68 6e WARE (fc 2).Techn
69 63 61 6c 20 53 75 70 70 6f 72 74 3a 20 68 74 ical Sup port: ht
10 74 70 3a 2f 2f 77 77 77_2e 63 69 73 63 6f 2e 63 tp://www .cisco.c

© 7 ethl: <live capture in progress> Packets: 39 - Displayed: 39 (100.0%) Profile: Default

The ping to the nonxésting address does not pass the arp-phEssvever, for the 10.128.1.1, the router
replies to the ARRFurthermore, the router replies with an ICMP 70 (Destination unreachable).

5.3 What is behind the router?

Ping is nice, but anything behind the router is invissible for the pings. The roiatetiveliy hides the
network behind the routeiThe response for precise3 is the same as for 10.128.2.109 (xistimge
host).

Of course, no-one will be discouraged by this. Nmapwsyal availabe on Kali:



nmap —-sA 10.128.2.0/24

Starting Nmap 7.25BETA2 ( https://nmap.org ) at 2016-12-30 12:12 EST
Nmap scan report for 10.128.2.1

Host is up (0.078s latency).

All 1000 scanned ports on 10.128.2.1 are unfiltered

Nmap scan report for 10.128.2.103

Host is up (0.26s latency).

All 1000 scanned ports on 10.128.2.103 are unfiltered

Nmap scan report for 10.128.2.104

Host is up (0.15s latency).

All 1000 scanned ports on 10.128.2.104 are unfiltered

Nmap done: 256 IP addresses (3 hosts up) scanned in 95.53 seconds
How is that possible? Wireshark shows the way this works:
*ethl e e
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
A | ®© SERE QA2 ok [i;} [%%} NN
M |ip.addr == 10.128.2.103 [x] ~ | Expression. +:
No. Source Destination Protocol  Length Info

7130,

10.128.2.103 TR
0,128 0 TCP.

10.128.1.10 128.2.103 54 63952-256
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2590 1609, 2611302.
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2592 1609, 2708540,
2599 1609. 2915118,

10.128.1.10
10.128.1.10

2601 1609, 3015857 .
2608 1609 3220573,

2610 1609, 3321092,

» Frame 49; 98 bytes on wire (784 bits), 08 bytes captured (784 bits) on interface ©

, Dsti c4:01:7b:29:00:00 (c4:01:7b:29:00:00)
» Internet Protocol Version 4, Src: 10.128.1.10, Dst: 10.128.2.103
» Internet Control Message Protocol

» Ethernet I, Src
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We gened-up the return traffic rather wide: all established traffic is let throwghcah ofcourse limit
this traffic by alleving only specific return traffic. This feftively doubles the size of your access-list.
That means that you will mala tade-of between manegeability and security.

Packets: 8493 - Displayed: 2003 (23.6%) - Dropped: 211 (2.5%) Profile: Default

It may also be a good idea to get a firm control gftaafic that leses the router The recomendation to
place extended ACLs close to the source is therefore perhaps not such a good idea.

However, the router is still a stateless inspectiorvide. Each packet is examined individually; no
mechanism exists to relate a packet to an existing session. This, in addition to the fact thaOlositer A
are not really easily managed, introduces the need for a more sophisticated deviceydhe fire
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